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a b s t r a c t

This paper is devoted to the investigation of the mechanisms of Frenkel pair recombination in cubic sil-
icon carbide. We use first principles calculations in the framework of Density Functional Theory (DFT)
and we explore a variety of possible recombination paths using constrained relaxations and the
Nudged-Elastic-Band (NEB) method for various possible neutral Frenkel pairs, including those formed
by defects on different sublattices (carbon and silicon). We detect several metastable configurations,
some of which have not been described previously. We also consider that silicon vacancies can assume
the form of carbon antisite–carbon vacancy complexes and, as such, their recombination with interstitials
can occur along specific paths. In particular, in this case, we find that the recombination with silicon
interstitials would probably produce antisite pairs. Finally, we use our calculated recombination barriers
for a simplified kinetic model which shows that, under certain hypotheses, the annealing of irradiation
defects can lead to the build up of a non negligible concentration of antisites, i.e., to a nanoscale decom-
position of the material driven by a kinetic bias.

� 2010 Elsevier B.V. All rights reserved.
1. Introduction

Silicon carbide has promoted a long lasting scientific interest for
its qualities as a high temperature material for applications in
microelectronics and other fields. In the field of nuclear materials
it has been used as a cladding material due to its mechanical prop-
erties at very high temperatures and its tightness with respect to
fission products. However, predicting the evolution of the proper-
ties of this material under irradiation is still a hard task.

At high temperature, the evolution of defect populations leads
to microstructural modifications [1,2]; probably many mecha-
nisms are contributing to this evolution. Indeed several mecha-
nisms have been studied from the theoretical point of view, from
migration of simple vacancies and interstitials [3], to clustering
of carbon interstitials [4], and other more complicated processes,
in particular in order to explain the so called DI photolumines-
cence, which persists at very high temperatures. At sufficiently
high temperature not only interstitials but also vacancies should
be mobile; furthermore, silicon vacancies should easily transform
into VC–CSi complexes, which are more stable [5,3,6,7]. However
no comprehensive model able to give a quantitative description
of the microstructural evolutions and the formation of dislocation
loops and swelling on the basis of mechanisms at the atomic scale
has been established. In order to build such a model several atomic
processes should be included in a higher level model, like event-
based Monte Carlo [8] or rate theory. In this paper we make a first
step in this direction, with a simplified rate theory model.
ll rights reserved.
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At low temperature, below a threshold which depends on the
irradiation dose, silicon carbide is known to undergo amorphisa-
tion [9]. The structure of the amorphous produced by irradiation,
both with electrons or ions, is known to contain a non negligible
fraction of homonuclear bonds, up to 30% C–C and Si–Si bonds
[10,11]. The detailed mechanisms leading to them is not clearly
known; molecular dynamics simulations with empirical potentials
of damage production [12] can give some qualitative insight, but
they are questionable for a quantitative description of homopolar
vs. heteropolar bonds and for the energy barriers. Indeed, at tem-
peratures below the amorphisation threshold, interstitials should
already be mobile, according to first principles calculations [3],
and annealing with immobile vacancies should occur; this can lead
to normal sites or to antisites. In the former case—for example a
carbon vacancy with a carbon interstitial—we will speak of homo-
geneous recombination, in the latter—say a carbon vacancy with a
silicon interstitial—we will qualify it as heterogeneous. The goal of
this work is to treat on the same footing both classes of processes.

The recombination of close Frenkel pairs has been studied by
mean of empirical potentials [13,14]; these works are certainly a
valuable contribution for they take into account the distribution
of recombination paths which are relevant at a given temperature,
and also fully include the anharmonic contributions to atomic
dynamics. However, standard empirical potentials, unable to de-
scribe charge transfer, are questionable when used to study spe-
cific atomic movements. A quantum description of the electronic
density, such as in Density Functional Theory (DFT), is required
in order to study in detail the annealing mechanisms of point de-
fects. A first attempt in this direction was done by Rauls and
coworkers [15]; their work was devoted to the recombination of
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Table 1
The formation energy of antisites in SiC for two supercell sizes (containing 64 and 216
atoms respectively); the last column shows the residual pressure.

Antisite Supercell Ef (Si-rich) [eV] Ef (C-rich) [eV] DP [GPa]

CSi 2 � 2 � 2 3.96 3.04 �4.1
CSi 3 � 3 � 3 3.88 2.96 �1.7
SiC 2 � 2 � 2 3.36 4.28 4.5
SiC 3 � 3 � 3 3.19 4.12 0.8
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carbon interstitials with carbon or silicon vacancies in 4H–SiC, and
suggested that the recombination with VC, leading to a normal site,
had higher barrier than the one with VSi, leading to a carbon anti-
site. This finding suggests that a kinetic bias exists towards the for-
mation of carbon antisites The paper by Rauls, up to our
knowledge, is the only one reporting on calculations of barriers
for a carbon interstitial–silicon vacancy recombination mecha-
nism, leading to an carbon antisite defect. We do not know of
any work discussing the heterogeneous recombination of a silicon
interstitial with a carbon vacancy.

A work by Bockstedte and coworkers [6] followed, where
recombination barriers leading to perfect sites were investigated
in several charged states. This paper suggests a hierarchy of
annealing mechanisms, starting from the recombination of close
bound Frenkel pairs, with barriers of a few 10th of an eV (similar
or lower than migration barriers of the interstitials), then anneal-
ing of interstitials and vacancies due to interstitial migration,
and, last, the transformation of remaining VSi into VC–CSi complex.
The latter picture applies to charge-compensated SiC. The Fermi le-
vel position was found to affect in an important way the hierarchy
of mechanisms, as for p-type SiC the interstitials are much less mo-
bile, and the metastability of the silicon vacancy is revealed at a
lower temperature. Although the possibility of obtaining an anti-
site pair from the recombination of a tetrahedral silicon interstitial
with a silicon vacancy was investigated, the case of the recombina-
tion of a split interstitial with a VC–CSi complex was not considered.

The formation of carbon and silicon interstitial clusters was also
predicted [16,4,17]. The emission of interstitials from bound Fren-
kel pairs or from carbon interstitial clusters is considered to be a
negligible mechanism due to the relatively large binding energy
of those complexes.

A more recent work also dealt with recombinations of neutral
Frenkel pairs giving perfect sites [18].

Very recently a combined experimental/theoretical work [19]
identified a Frenkel pair in n-type 3C–SiC after electron irradiation.
This close Frenkel pair is supposed to be in charge state +3 (a neg-
ative vacancy and 4+ tetrahedral interstitial, V�SiI

4þ
SiTC

) and to recom-
bine by overcoming a barrier of 2.4 eV.

None of the previously cited works used the results obtained
from first principles calculations to build a kinetic model able to
describe the evolution of defect populations, either at equilibrium
or not (for example under irradiation). Our work makes a first step
in this direction; from the first principles results for homogeneous
and heterogeneous recombination barriers we build a simplified
kinetic model simulating the annealing of non-equilibrium con-
centrations of Frenkel pairs.

In this paper we revisit the DFT approach to Frenkel pair recom-
bination in order to establish a comparison of homogeneous vs.
heterogeneous recombination; we obtain, as a by product, also
the recombination distance, which is another parameter entering
models for recombination rates. It proved more difficult than ini-
tially thought to give an answer to the question: ‘‘Is there a kinetic
bias towards antisite formation coming from the recombination of
Frenkel pairs?”, because of the complexity of the energy landscapes.
However our results provide some evidence that, in certain condi-
tions, this bias could be an actual issue. We limit our calculations
to the neutral state because the complexity of the energy land-
scape make these calculations computationally very demanding.
Although antisites (and of course normal sites) are expected to
be essentially neutral, the dominant charges of isolated vacancies
and interstitials depend on the position of the Fermi level, so we
do not overlook the need to investigate the recombination of
charged Frenkel pairs. We stress, however, that complex charge
dynamics should occur when a charged interstitial will encounter
an oppositely charged vacancy. At low temperature, the effective
recombination distances for some charged pairs, related to the
Onsager distance [20], are too large to be treated by a first princi-
ples approach.

In Section 2 we will describe the theoretical framework and
technical details, in Sections 3 and 4, we will present the results
for the recombination of carbon and silicon interstitials, respec-
tively. Section 5 is devoted to the analysis of several aspects of
our results; it contains a discussion based on a simple rate theoret-
ical model. Appendix A describes the details of the constraints used
for the migration paths’ searches.

2. Methods and technical details

This section, devoted to our methodological approach to the
study of recombination, is split into two subsections. The first
one provides the details of the DFT approach used for total energy
calculations. The second one deals with saddle point search and
energy landscape exploration.

2.1. Total energy calculations

Total energy calculations were performed at the DFT-LDA level,
using norm conserving and ultrasoft pseudopotentials for silicon
and carbon, respectively. The plane-waves cutoff was set at 30 Ry
for wavefunctions and 120 Ry for the density, the latter ensuring
sufficient accuracy for energy and forces. Relaxations were per-
formed up to a force threshold of 10�3 Ry/Bohr, with the volume
fixed at the bulk equilibrium volume. Defects, one antisite or a
Frenkel pair, were introduced in 3 � 3 � 3 cubic supercells of b-
SiC containing 216 atoms. We found that 2 � 2 � 2 cubic super-
cells, containing 64 atoms, were too small to model Frenkel pairs;
in particular, we found that interstitials, at their largest distance
from a vacancy in the supercell, were not assuming the expected
equilibrium position and the binding energies were still very high.
Following a recent work on silicon interstitials [21], whose conver-
gence with supercell size proves to be very difficult, we assume
that our 216 atoms supercell, with the Brillouin Zone (BZ) sampled
by a 2 � 2 � 2 shifted Monkhorst–Pack mesh, gives results which
are reasonably converged. Even if formation energies still suffered
errors as large as for the silicon interstitial (0.2 eV [21]) the error
on barriers should be definitely lower. The errors coming from per-
forming fixed volume calculations are relatively small as the resid-
ual pressures are never larger than 0.8 GPa (absolute values) for
homogeneous recombinations and 2.5 GPa for heterogeneous ones.

We show, in Table 1, a comparison of formation energies in the
2 � 2 � 2 and 3 � 3 � 3 supercells for antisites, which are the end
point of heterogeneous relaxations. In this case the formation ener-
gies are relatively well converged even for the 2 � 2 � 2 supercell.
The calculations were performed using the Quantum-Espresso
package [22].

2.2. Energy landscape exploration

The search for saddle points and, more generally, for minimum
energy paths in the multi-dimensional space representing the con-
figuration of tenths or hundreds of atoms is particularly demand-
ing when the basic unit, i.e., one total energy calculation, is done
at the quantum level.
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Fig. 1. Comparison of energy profiles for ISi � VC recombination in a 64 atoms
supercell obtained with NEB or with constrained relaxations. The reaction
coordinate is, for both, the distance in 3Nd normalised to the 3Nd distance between
the first and last point. For each method we show the recombination in two
different valleys, one corresponds to pushing the antisite atom in the h111i
direction, and the other along h110i.
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Recently the Nudged-Elastic-Band (NEB) [23] method for calcu-
lating saddle point energies has been widely used. It consists in
constructing a certain number of intermediate configurations
(NEB images) between an initial and a final state (a migration path)
and then relaxing the whole path by minimising a function which
includes not only the energy of each configuration in the path, but
also the energy of fictitious springs connecting the NEB images in
configurational space of dimension 3N (N = number of atoms).

We remind here that, in a complex energy landscape as the one
we are going to explore, the possible paths and saddle points con-
necting an initial and a final point are multiple, several valleys can
be followed and, approaching to the ridge, several waypoints can
be found to a neighbouring valley. Mentioning this complexity is
not at all a trivial general reminder, but reflects a real issue that
we faced searching for recombination paths, as it will be seen in
the following. A saddle point, outcome of a path relaxation accord-
ing to the NEB procedure, depends on the choice of the initial path,
which is in general a linear interpolation between the initial and
final point. In order to avoid this bias, in several cases we started
from a normal site or an antisite and searched for a Frenkel pair
configuration without imposing it, also because the most favour-
able Frenkel pair configuration is not known a priori when the de-
fects are still close and interacting with each other. This justifies
the second method that we used, which is exposed in the
following.

The fictitious springs of the NEB procedure act as restraints on
intermediate positions in order to prevent them to fall to the bot-
tom of the potential well, the local minimum. Instead of restraints,
holonomic constraints can be used in order to build minimum en-
ergy paths, and indeed have been used at least since the pioneering
proposal by Bennett [24]. In order to find a saddle point any one-
dimensional constraint of the form

gðfrigi¼1;NÞ ¼ 0 ð1Þ

can be used, like a distance between two atoms or a bond angle. The
one that we used, which is a generalisation of the constraint origi-
nally proposed by Bennett for the migration of a vacancy in an fcc
(face centered cubic) lattice, is described in Appendix A. The con-
nection, and similarity, with the so called ‘‘drag method” is also
clarified in Appendix A, which justifies that in the following we
use the expression ‘‘dragging” or ‘‘pushing” an atom.

Successive constrained relaxations allow to build a minimum
energy path between two minima even when one of them (the fi-
nal point) is not known a priori. This is clearly an advantage with
respect to the NEB method. Moreover, in some cases, a number
of constrained relaxations can be less demanding than a single
NEB calculation, or can avoid some electronic convergence prob-
lems related to the choice of the initial path, which is usually cho-
sen as a linear interpolation between the initial and final state, in
configurational space of dimension 3N (N = number of atoms). In-
deed we encountered this difficulty when trying to do a NEB calcu-
lation between a distant IC–VC pair in a 216 atoms supercell and
one with no defects. Another possibility would be to search for
intermediate shorter NEB paths between stable positions, but the
choice of intermediate positions would bias the overall path.

We compared NEB and our constrained relaxation procedure for
the recombination of a silicon interstitial with a carbon vacancy in
a 64 atoms supercell; starting by a silicon antisite we progressively
moved the silicon atom away from the vacancy and performed suc-
cessive constrained relaxations. From the final path, whose steps
are not equispaced in 3Nd, a set of equispaced images was obtained
by interpolation and used as a starting point for a NEB calculations.
The results for the two methods are compared in Fig. 1. The recom-
bination barrier, in this case, depends on the direction in which the
antisite atom is pushed. The NEB results are in very good agree-
ment with the constrained relaxations, as expected, underlining
the dependence of the NEB results on the starting path.

For this reason we searched for paths by pushing the jumping
atom in two directions (h111i and h110i) in order to check differ-
ent valleys for most of the Frenkel pair recombinations presented
in the following. We used, in some cases, refined procedures allow-
ing to adjust the constraint at each migration step by using the
information from previous migration steps. These improvements
are described in Appendix A (formulas (12) and (13)). In several
cases we also performed NEB calculations between intermediate
configurations, mostly using the climbing image technique, in or-
der to check for the presence of a barrier between two points.
3. Carbon recombination with vacancies

In order to study the annealing of vacancies through recombina-
tion with carbon interstitials we started from a normal site and
from a carbon antisite and, in both cases, we pushed the carbon
atom, through successive constrained relaxations, to a distance be-
tween 0.5 and 0.6 nm, until we could find a stable position. Let us
discuss first the results for the first case, the homogeneous
recombination.

3.1. Homogeneous carbon recombination

The calculation of the path for the homogeneous recombination
lead us to some configurations where the electronic convergence
was very slow or not attainable. In order to overcome this problem
we had to reduce the step between constrained relaxations and to
use the procedure described by formula (13) of Appendix A. We
also checked by further NEB and constrained relaxation calcula-
tions. The result obtained by starting from the perfect crystal and
ejecting a carbon atom from its site is the curve CC-constr2 in
Fig. 2. We underline that the unconstrained relaxations of the last
five points of this curve lead all to point p1. We found, however,
through interpolation and unconstrained relaxation, other minima.
From one of these (p2 in figure) we also built a backward path, from
Eq. (13). These points are shown as filled circles in Fig. 2. As a check
we performed NEB calculations with a climbing image between the
starting point and the two intermediate, fully relaxed, points p1

and p2. The outcomes are shown in the insets of Fig. 2, confirming
the barriers of 0.2 eV between p1 and the perfect crystal (p0) and of
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1.47 eV between p2 and p0. The position p2 resembles a close pair of
carbon and silicon dumb-bells, or a distorted antisite pair, and is
still much higher in energy than the antisite pair. In order to reach
a larger distance between the interstitial and the vacancy, we se-
lected some configurations out of several ones obtained by con-
strained relaxation (not shown in Fig. 2) and performed NEB
calculations between them. The curve CC-NEB4 in Fig. 2 is one of
them; it shows that the migration of a carbon interstitial from a
second nearest neighbour site to the vacancy, to a fourth nearest
neighbour one involves a migration energy around 2 eV, which is
much higher than the one for an isolated interstitial (’0.5 eV).
The opposite transformation, from fourth to second nearest neigh-
bour, involves a barrier of 1.35 eV, close to the one to recombine
from point p2. We should remark here that, while point p3 has in-
deed been found by a fully unconstrained relaxation, the energy
barrier separating it from the closest point on the curve CC-constr2
is less than 0.1 eV.
3.2. Heterogeneous carbon recombination

We pursued our study by calculating the path from a carbon
antisite, CSi, to a distant VSi–IC pair. We show in Fig. 3 the energy
profiles for two recombination paths.

The recombination path CSi-path1 (diamonds) has been ob-
tained by the constrained relaxations procedure along the h110i
direction; a similar procedure along the h111i direction led to a
higher barrier (2.6 eV). We complemented the constrained relax-
ations by a NEB calculation which allowed to refine the barrier
and to find the dip bottoming out at p3. This latter point corre-
sponds to a silicon vacancy still bound to a distorted carbon inter-
stitial which finds its equilibrium structure as a carbon trimer.

To lead to it we started with a carbon antisite and pushed on
one of the surrounding carbons—not onto the antisite itself—in or-
der to avoid producing a carbon–carbon exchange. One could sup-
pose that ejecting a carbon atom neighbouring the carbon on the
silicon site would produce a carbon vacancy, leaving the carbon
antisite as it is. In fact this is not the case. The carbon on the silicon
site follows the pushed first neighbour, leaving a silicon vacancy. It
is thus interesting to remark that, along the path, the silicon va-
cancy does not transform into a VC–CSi complex. Path CSi-path1 fi-
nally leads to a genuine IC–VSi pair, point p4 in Fig. 3.
The highest barrier for the recombination along this path is the
one between p3 and p0, approx. 1.25 eV, slightly lower than the
one for homogeneous recombination.

Here again the complexity of the energy landscape led us to dis-
cover a further minimum, p2. This configuration involves, on one
side, a carbon trimer (a distorted CSi), on the other side a complex
collective distortion where one cannot identify neither a silicon va-
cancy, nor a VC–CSi complex, into which the former could transform
[5,3,6]. The path CSi-path2 (triangles) in Fig. 3 is built by two NEB
calculations between fully relaxed points p0–2. For this path we
can observe a very small barrier around 0.15 nm separation and
a larger one, 0.8 eV, at larger distance, between 0.3 and 0.4 nm.
The point indicated as p1 in the figure corresponds to a collective
distortion of the carbon antisite where one of the carbon atoms
surrounding the antisite has migrated to form a dumbbell with a
carbon atom not participating to the antisite structure. The final
point p2 includes a tri-coordinated carbon, that resembles the sp2

structure of the VC–CSi complex, and three tri-coordinated silicon
atoms. The interstitial side has a trimer structure. The fact that
p2 is very similar to a Frenkel pair whose vacancy side has the
VC–CSi structure explains why its energy is lower than the sum of
the formation energies of a carbon interstitial and a silicon vacancy
(indicated by the dashed-line in Fig. 3). We consider this path the
preferred one for the recombination of a carbon interstitial with a
VC–CSi complex.
4. Silicon recombination with vacancies

We applied, for the recombination of silicon interstitials with
vacancies, the same procedures as for carbon. We do not address
here the problem of the charge state of silicon interstitials, which
carries some difficulties which are inherent to DFT in the standard
semilocal formulation [21]; we treat here only the neutral state as
we start from a normal site or a silicon antisite which are both ex-
pected to be neutral.

4.1. Homogeneous silicon recombination

The recombination of a silicon interstitial with a silicon vacancy
in the neutral state has been studied previously [6,18]. In particu-
lar, a concerted motion of silicon atoms with very low barrier
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(0.2 eV) [3] was found for the recombination in the neutral state.
We reproduced this mechanism finding an even lower (0.03 eV)
recombination barrier. However, we further explored the possible
recombination paths without imposing this collective movement;
starting from a silicon atom on a normal site we displaced it
through successive constrained relaxations.

The ejection of a silicon atom from a normal site produces mod-
ifications on the network of silicon carbide which are more specta-
cular than for carbon. The silicon is the largest atoms between the
two and is expected to produce larger distortions. Moreover, it is
known that the silicon vacancy is metastable, in b-SiC, for Fermi
energies from 0 to 1.5 eV above the valence band top (VBT) [3,6]
(which covers the whole DFT band gap); beyond it (n-doping con-
ditions) VSi would be the ground state according to calculations. Its
stable form in p and intrinsic conditions is the CSi–VC complex. The
barriers separating the two configurations, as reported in Ref. [6],
range from 6.1 to 2.4 eV (VC–CSi ? VSi, charges +2 to �1) and from
1.9 to 2.7 eV (VSi ? VC–CSi, charges from +1 to �2). Indeed we
found, along the recombination path, a configuration where we
can recognise a carbon antisite, however the first steps of the sili-
con atom leaving its normal site leads to an antisite pair, which
provides a relatively deep trap. This structure, which is shown in
Fig. 4, corresponds to the fully relaxed point P3 at 0.16 nm in the
left panel of Fig. 5.

The antisite pair configuration, and the barrier for its recombi-
nation, has been previously studied by first principles calculations
[25,26]. Its structure was not described in details in previous stud-
ies, for this reason we present it in Fig. 4; it is formed by two pyr-
amids, one made by carbon and the other by silicon atoms; the
basis is, for both, an equilateral triangle with side 0.275 nm for car-
bon and 0.340 nm for silicon; the edge is 0.163 nm for carbon and
0.218 nm for silicon. The Si–C bond connecting the two pyramids
by their apices amounts 0.185 nm, which is slightly compressed
with respect to the Si–C bond length in the perfect bulk
(0.188 nm). One can look at this structure as two interpenetrating
tetrahedra, one formed by three silicons and one carbon and the
other by three carbons and one silicon. Both tetrahedra are regular
ones (dihedral angles of 70�). As far as we know, it was not recog-
nised that the antisite pair could provide an intermediate state for
the recombination of a silicon Frenkel pair. To check the relevance
and depth of this dip during recombination we performed two NEB
calculations (paths SiSi-NEB1, from P1 to P3, and SiSi-NEB2, from P1

to P4); both paths show similar qualitative behaviour, even if they
do not pass through exactly the same saddle point. The lowest bar-
rier that we found for escaping the antisite pair trap is 3.12 eV, in
agreement with previous results [25,26].

Pushing further the silicon side of the antisite pair (path SiSi-
constr1) leads to a metastable configuration including an sp2 car-
bon atom bound with three others (P4), which reminds of the
structure of the CSi–VC complex. However here the silicon intersti-
tial is still relatively close (0.3 nm) to the normal site where it came
from. Then, up to a relatively distant pair configuration (>0.6 nm),
no other barrier than the normal migration one seems to occur. In-
deed this barrier is comparable to the one that we recently found
for the migration of the silicon interstitial in the neutral state
[21]. In this part of the path, and in particular at the local minima
P5–P7, the structure of the vacancy side still contains the sp2 carbon
structure typical of the CSi–VC complex. This is almost certainly the
explanation why the P6 configuration, which includes an ISi

sph1 1 0i
interstitial, is lower in energy by 1.4 eV than the Frenkel pair that
recombines with the concerted motion, previously mentioned. The
latter Frenkel pair includes a silicon vacancy and an ISi

sph1 1 0i at the
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same distance as the one in P6, although the orientation of the
interstitial relative to the line connecting the interstitial and the
vacancy (I–V) is not the same: for the interstitial recombining
through the concerted motion the orientation is along the I–V line,
while in P6 the split interstitial is perpendicular to it.

4.2. Heterogeneous silicon recombination

The heterogeneous recombination of a silicon interstitial with a
carbon vacancy occurs along smoother profiles. As for the carbon
heterogeneous recombination, the barrier obtained through a Ben-
nett constraint along h111i is higher than along h110i. The profiles
are shown on the right panel of Fig. 5, paths SiC-constr2 and SiC-
constr1 respectively. The path along h110i was checked with a
NEB calculation on nine images, which led to a slightly higher bar-
rier, of 1.11 eV (path SiC-NEB1 on the figure). The final configura-
tion, P2, is clearly identifiable as a distant ISi–VC pair, with a split
silicon interstitial configuration along the h110i direction.

5. Discussion

5.1. Complexity of the energy landscape

The first inevitable remark concerns the complexity of the en-
ergy landscape that we found. The assumption, ordinarily made
in binary metallic alloys, that recombination barriers, at least those
leading to normal sites, are not higher than migration barriers, is
clearly not justified here. Moreover our calculations—not only the
points shown in the previous figures, but also other path seg-
ments—show that the energy landscape is very noisy, presenting
several local minima and, consequently, a large variety of paths
connecting them. We are thus aware that our sampling is only very
partial; however, it can highlight some major features. For exam-
ple, in the case of the recombination of a silicon interstitial with
a VC–CSi complex (Fig. 5, first panel) the three curves, although
describing different paths, all show a trapping in the basin bottom-
ing out at the antisite pair. The different height of the saddle points
for antisite pair recombination reminds us that a full statistical
sampling of available paths should in principle be performed in or-
der to allow an evaluation of energy and entropy factors which are
limiting recombinations. This is out of reach of the present ap-
proach. We also remark that an evaluation of jump entropy factors
based on vibrational modes at the saddle point (which we also ne-
glect) would be unable to take into account the variety of paths,
between the same initial and final state, which are separated from
each other by ridges on a smaller energy scale.

5.2. Comparison with previous results

The only published work attempting a comparison of homoge-
neous and heterogeneous recombination, as we previously men-
tioned, is the one by Rauls [15], using a DFT based tight-binding
method. It should be stressed that their approach, relying on a
minimal basis set of localised orbitals (only s and p), poorly de-
scribes the conduction band. The high migration barrier for the car-
bon split interstitial that was reported in that paper (almost 3 eV,
much higher than the DFT result of 0.5 eV [3]) is probably a direct
consequence of this approximation. A similar effect of the basis set
has been shown for some neutral configurations of the silicon
interstitial [21]. Of course one could argue that an accidental wid-
ening of the band gap due to an incomplete basis set could produce
results which are more realistic than with a converged DFT calcu-
lation, as it happens for the band gap [27], but this still appears as a
speculative argument.

Rauls and coworkers, dealing with neutral Frenkel pairs, report
a large barrier, around 4 eV, for the homogeneous carbon recombi-
nation starting from a fourth neighbour, which is at a distance of
approximately 0.37 nm. The complexity of the landscape that we
found and the few details about the path given in that paper do
not allow a thorough comparison with our results, however we
think that the high value of their barrier is probably due to the
same limitations of the tight binding model that we just mentioned
for the migration of a carbon interstitial. The barrier for the second
neighbour recombination (0.5 eV) is slightly higher than that of
Bockstedte and coworkers [6] (0.4 eV) which is itself higher than
ours (0.2 eV). The difference between the last two figures depends
probably on supercell size and/or k-point sampling. Lucas and Piz-
zagalli [18] obtained a barrier of 1.24 eV for a fourth neighbour
(d = 0.37 nm) recombination and one of 1.43 eV for a closer pair,
as far as we understand a third neighbour recombination, with a
mixed split interstitial. The latter configuration, in spite of a similar
value for the recombination, does not resembles to our point p2.
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The same authors also found a lower recombination barrier
(0.65 eV) for a fifth neighbour recombination.

For a heterogeneous recombination, giving a carbon antisite,
Rauls found a smaller barrier, around 1 eV, starting from a third
neighbour site. In this case the barrier is close to our results, which
amounts to 1.25 eV or 0.8 eV, depending on the structure of the
vacancy.

Let us now come to the recombination of silicon interstitials
with vacancies. Here the discrepancy between the two previous
works coping with it is more evident. On one side Bockstedte
and coworkers [6] found a very small (0.2 eV) barrier for the
recombination of a split interstitial with a vacancy in the neutral
state. For the interstitial in the tetrahedral configuration, they
found that it would transform into an antisite pair. Lucas and Piz-
zagalli [18], for the tetrahedral interstitial, found barriers of
1.84 eV or 1.05 eV according to the distance, but they do not men-
tion the antisite pair. It should be stressed that the corresponding
paths were outcomes of calculations of threshold displacement
energies by molecular dynamics simulations of low energy recoils
[28], which could perhaps explain the higher barriers. In both the
mentioned works the vacancy was in its metastable state, i.e., a
true silicon vacancy and not the VC–CSi complex.

As for our results, on the one hand we found a result similar to
Bockstedte and coworkers, by imposing a collective motion of the
silicon atoms in a split interstitial, as they did. Our barrier is even
lower (0.03 eV). On the other hand we found that paths for the
recombination of a split interstitial with a VC–CSi complex involve
the passage through the antisite pair, which constitutes a deep
trap. The barrier that we found for the recombination of the anti-
site pair is in agreement with previous works [25,26]. As far as
we know the annealing of the VC–CSi complex by interstitials, car-
bon or silicon ones, has not been not considered previously.

Our results suggest that if the silicon vacancy, for whatever rea-
son, has undergone the transformation to the VC–CSi complex, then
its annealing by recombination with silicon interstitials would
probably lead to antisite pairs. Even if in a displacement cascade
silicon atoms knocked out of their sites leave behind genuine sili-
con vacancies, one can expect that some of them can assume the
VC–CSi structure, due to the thermal spike effect of the cascade. in
this case their annealing by interstitials would lead to antisite
pairs.

5.3. Electronic effects and the band gap problem

As explained we chose to limit ourselves to the recombination
of neutral pairs. This can include not only pairs of neutral defects,
but also pairs of oppositely charged defects, say, for example,
V�Si—IþSi. The effectiveness of a given recombination channel de-
pends, in thermal equilibrium, on the products of the concentra-
tions of the defects involved, at a given temperature and doping
level, and on their mobility and recombination barrier. Even if
we knew all the possible formation, migration and recombination
energies the task would not be a simple one. Our specific focus
here is silicon carbide under irradiation. Here concentrations are
not the equilibrium ones, and initial doping conditions can be
modified by irradiation defects [29]. However, in order to have
an idea of how doping conditions can affect the applicability of
our results, let us assume that we are in local charge equilibrium,
that is the ratio of concentrations of the various charge states of
a defect is the equilibrium one. Using the charge transition levels
published by Bockstedte [3], we find that, according to dominant
charge states, the neutral recombination should be dominant in
the following Fermi energy ranges:

� VSi–ISi: from 0.6 to 1.1 eV above VBT (as V�Si—IþSi) and from 1.18 to
1.24 (as V��Si —IþþSi ), i.e., essentially in p and intrinsic conditions.
� VC–IC: from 1.1 to 1.8 eV above VBT (as V0
C—I0

C), intrinsic and
moderate n conditions.
� VSi–IC: from 0.6 to 0.8 eV above VBT (as V�Si—IþC or V��Si —IþþC ), p

conditions.
� VC–ISi: from 1.1 to 2.04 eV above VBT (as V0

C—I0
Si), i.e., intrinsic

and n conditions.

Concerning the recombinations involving the VC–CSi complex,
which is expected to be neutral only for EFermi > 1.79 eV, we can
state that they occur dominantly in the neutral state only for n-
type conditions.

We cannot avoid stressing, at this point, that charge transition
levels above the DFT band gap (which we calculate at 1.35 eV),
are certainly questionable. For this reason we checked the varia-
tion of the last occupied defect state (HOMO) along our recombina-
tion paths. This can give some hints on electronic effects during
recombination, although we are aware that the complexity of
charge dynamics for two defects approaching each other from
large distances is out of the scope of this paper; it should certainly
be addressed in the future.

We remind that not only normal sites but also antisites, one of
the extremities of our recombination paths, are predominantly in
the neutral state in a very large range of Fermi energies.

In the case of the homogeneous carbon recombination, along
curves CC-constr1, CC-constr2 and CC-NEB4 the HOMO stays inside
the DFT band gap, except at the saddle point between p3 and the
following basin (i.e., the first saddle of the curve CC-NEB4). As the
carbon vacancy is expected to be positively charged for p-type
and intrinsic SiC [3], it is not surprising that, once far enough from
the interstitial, it can release an electron. Or, conversely, that when
a positively charged vacancy is approached by a neutral interstitial
the recombination can be enhanced by the capture of an electron.

In the case of both curves presented for the heterogeneous car-
bon recombination the HOMO stays well inside the DFT band gap,
at least 0.2 eV below the conduction band edge. This would suggest
that the pair can remain neutral during the recombination, at suf-
ficiently low temperature. However, according to calculated charge
transition levels [3], for an intrinsic material one would expect the
dominant charged states to be V�Si and I0

C , so that this recombina-
tion channel is probably not the dominant one if one assumes local
equilibrium of charge states.

In the case of homogeneous silicon recombination, during the
concerted motion leading to a very easy ISi–VSi annihilation, the last
occupied electronic level is well inside the band gap. Conversely, in
the case of the recombination described by the curve Si-constr1 in
Fig. 5, for all the configurations for which the pair distance is larger
than 0.4 nm the last occupied orbital falls into the conduction
band. This suggests that the ejection of a silicon atom from its nor-
mal site, when leaving a CSi–VC complex, would probably induce a
release of electrons in the conduction band, or that the recombina-
tion of a silicon interstitial with a CSi–VC complex is expected to be
enhanced by the capture of electrons.

Let us now, finally, comment on the position of the last occu-
pied defect level during the heterogeneous silicon recombination,
path SiC-NEB1 on the right panel of Fig. 5. The Fermi energy gets
hybridised with the conduction band at the fourth and sixth points
of this path. The starting point (SiC) has a defect level at 0.23 eV and
the final Frenkel pair has one at 1.05 eV (both referred to the VBT).
Again, here, the capture of an electron during the recombination
could facilitate the annealing of the pair.

5.4. A simplified model of recombination kinetics

In order to summarise, we show in Table 2 the relevant barriers
for the interstitial/vacancy pair recombinations in SiC together
with the recombination distances, r0.



Table 2
Relevant barriers and recombination distances in silicon carbide for neutral Frenkel
pairs, leading to normal sites or antisites. E* is the recombination barrier, Emig is the
interstitial migration barrier (lower than for the vacancy), r0 is the recombination
distance.

Recombination VC VC–CSi VSi

IC E* = 1.35 eV E* = 0.8 eV E* = 1.25 eV
Emig = 0.5 eV Emig = 0.5 eV Emig = 0.5 eV
r0 = 0.21 nm r0 = 0.47 nm r0 = 0.33 nm

ISi E* = 1.11 eV E* = 3.12 eV E* = 0.03 eV
Emig = 0.8 eV Emig = 0.8 eV Emig = 0.8 eV
r0 = 0.37 nm r0 = 0.16 nm r0 = 0.63 nm
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These data can be used to calculate time (and temperature)
dependent recombination rates for species A and B, k(A–B, T, t),
according to the approximate formula proposed by Waite [30]:

kðA—B; T; tÞ ¼ �4pr0D
s 1þ ðpsÞ

1
2

h i
1þ ðsþ 1ÞðpsÞ

1
2

ð2Þ

where r0 is the recombination distance, D is the sum of the diffusion
coefficients of the two species, s is a rescaled time ðs ¼ Dt=r2

0Þ, and s
depends on the recombination and migration energies according to
s ¼ exp Emig�E�

kBT

� �
. Using rates calculated with Eq. (2), we can build a

model of homogeneous kinetics, based on the following set of dif-
ferential equations :

dCIj

dt
¼ �

X
l�Si;C

kðIj—Vl; T; tÞCVl
CIj

ð3Þ

dCVj

dt
¼ �

X
l�Si;C

kðIl—Vj; T; tÞCVj
CIl

ð4Þ

where the index j indicates silicon or carbon, giving then four cou-
pled differential equations for the evolution of the four interstitial
and vacancy concentrations: CIC ; CVC ; CISi

; CVSi
.

This model is certainly oversimplifying the evolution of the con-
centrations of point defects, namely because it is neglecting the
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Fig. 6. The time evolution of a given initial concentration of silicon and carbon Frenkel pa
the recombination barriers in Table 2. The temperature is T = 700 K. The upper panel r
recombination occurs with almost no barrier. The lower panel illustrate the case where v
silicon interstitials is hindered by the antisite pair trap.
clustering of carbon [16,4] and silicon atoms [17] which are ex-
pected to play a non negligible role. Moreover, as it can be seen
from Eq. (4), antisite pairs are not treated as an independent defect
type; this is a further simplification of the model. However, it will
help us to draw qualitative conclusions about the bias introduced
by recombination barriers into the relative concentrations of native
defects, namely antisites, under irradiation. Let us start for exam-
ple with initial Frenkel pair concentrations much higher than equi-
librium ones, and let these concentrations evolve according to Eqs.
(3) and (4), mimicking a post-irradiation anneal. We consider here
that the initial concentration of antisites is null (or negligible). We
will consider two cases: in the first the silicon vacancies initially
present are in their undistorted metastable form, in the second
one they are in the most stable form of VC–CSi complex.

In the first case the homogeneous silicon recombination occurs
quite easily. As a consequence we can observe, as shown in the
upper panel of Fig. 6, that, at first, silicon vacancies and interstitials
start to recombine with each other. The formation of antisites is
due to the fact that silicon interstitials can also recombine with
carbon vacancies, but their concentration is more than three orders
of magnitude lower than the initial concentration of Frenkel pairs.
When silicon interstitials are not anymore available (i.e., when
their concentration gets lower than that of SiC antisites) the con-
centration of vacancies stalls, showing a plateau, until they start
to get annealed by carbon interstitials, forming CSi antisites (light
blue filled squares). Almost at the same time carbon vacancies
and carbon interstitials begin to anneal each other (indeed the
two processes have similar recombination barriers, 1.25 and
1.35 eV respectively).

Let us consider now the second case: here silicon interstitials
preferentially anneal carbon vacancies, because the annealing of
the VC–CSi complex is hindered by the large recombination barrier
of antisite pairs. But also carbon antisites are more easily formed
than perfect sites, as the barrier for heterogeneous recombination
is only 0.8 eV, in this case. Thus, a build up of CSi, then of SiC anti-
sites, is observed up to a concentration comparable to the initial
concentration of Frenkel pairs. The fact that CSi and SiC concentra-
tions end up at the same value is determined, in our model, simply
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acancies take the most stable form of VC–CSi complexes, and the recombination with
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by the conservation of the stoichiometric ratio. Later the carbon
interstitials which are left (more or less half of the initial concen-
tration) achieve the annealing of carbon vacancies.

The example that we have just described suggests that the de-
tails of the structure of the defects can not only affect deeply the
kinetics during recombination, but that, given the interplay of
available defect species, the kinetical parameters alone can lead
to a relevant accumulation of antisite defects. It goes without say-
ing that the larger the number of defect species taken into account,
the more difficult it will be to predict what would happen through
a simple comparison of energy barriers. Moreover many energy
barriers are still unknown, like, for example, those for clustering
of silicon or carbon interstitials. A crucial problem is of course
the one of the recombination of charged defects. In many cases,
in silicon carbide, charged defects are supposed to have larger
migration energies than neutral ones [3]; in particular the I4þ

SiTC

interstitial, supposed to be dominant for p-type SiC, has a large
migration energy. As for the recombination, recent findings indi-
cate a barrier of 2.4 eV for homogeneous silicon recombination in
charge state 3+ [19]. These facts would contribute to slow down
the homogeneous silicon recombination. However one should be
careful to conclude, even qualitatively, in this direction, because
enhanced migration mechanisms for silicon interstitials, similar
to Bourgoin ones [31], could be relevant for intermediate charge
states, and indeed there are some experimental indications that
such phenomena are present in SiC [32].

6. Conclusions

In summary, we explored several paths for the recombination
of silicon and carbon interstitials with carbon and silicon vacan-
cies in silicon carbide in the neutral state with DFT-LDA. We
considered, on the same footings, recombinations giving rise to
perfect sites and those leading to antisites. We highlighted an
unexpected complexity of the energy landscape, with a variety
of local minima and paths connecting them. Our results indicate
that a substantial kinetic bias could provoke the formation of
antisites when silicon vacancies assume the structure of the car-
bon antisite–carbon vacancy complex, which is their most stable
configuration in p-type and intrinsic conditions. In order to illus-
trate this fact we proposed a simplified model of recombination
kinetics based on coupled differential equations for the evolution
of defect concentrations, and we applied it to a case study mim-
icking the post-irradiation anneal of given concentrations of
Frenkel pairs.
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Appendix A. Constraints for saddle point search

The method originally proposed by C.H. Bennett for searching
saddle points consisted in performing molecular statics under a
specific suitable constraint. For the jump of a vacancy in an fcc lat-
tice he proposed to constrain on a given direction d (the jump
direction) the projection of the following vector:

v ¼ r1 �
1
4
ðr2 þ r3 þ r4 þ r5Þ ð5Þ
where r1 is the position of jumping atom and r2�5 are those of four
neighbouring atoms forming a ‘‘gate”, through which the jumping
atom is expected to pass. The constraint is then expressed by
v � d � B = 0, B being a constant. The second term in (5), the centre
of mass of the atoms forming the gate, prevents the rigid shift of
the supercell when pushing on one atom. It is easy to generalise this
constraint for the jump of an atom in a supercell containing N atoms
by considering the constraint

gBj
ðfrigi¼1;NÞ ¼ rj � d�

XN

i¼1
i–j

ri � d
N � 1

� CBj
¼ 0 ð6Þ

Here the ‘‘gate” is formed by all the atoms except the jumping one.
CBj

is a constant. The direction d, which in the original proposal was
natural to choose as a high symmetry direction, can be chosen arbi-
trarily; varying this choice allows to explore different valleys, if
available.

If we consider the vector in 3N dimensions �XBj
¼ fBj

igi¼1;N

where:

Bj
i ¼

� d
N�1 8i – j

d i ¼ j

( ����� ð7Þ

then the constraint in (6) can be rewritten using 3N vectors as:

gBj
ðXÞ ¼ X � XBj

� CBj
¼ 0 ð8Þ

Another possible constraint, very commonly used, is what defines
the so called ‘‘drag method”. In this case, knowing the initial and fi-
nal state, defined by 3N coordinates, XI and XF , one can constrain a
generic position X in 3N dimensions by

gdragðXÞ ¼ X � XD � CD ¼ 0 ð9Þ

where XD ¼ XF � XI and CD is a constant.
From Eqs. (9) and (8) one can see that the two constraints have

the same form. In order to find a migration path one has to perform
several constrained relaxations, each step m (m = 1, M) being de-
fined by the value of the constant, CD or CBj

. In both cases one
can express the constant as a scalar product, Xm � XD or Xm � XBj

;
for the drag method the natural choice is:

Xm ¼ XI þm
M

XF � XI
� �

ð10Þ

while for the Bennett-like constraint we used:

Xm ¼ XI þm
M

dijd ð11Þ

In practice, Xm was our starting atomic configuration for the mth
constrained relaxation.

It can be easily seen that the generalisation of the Bennett con-
straint (Eq. (8)) reduces to the drag one when the initial and final
positions of all the atoms except the jumping one are the same.

The advantage of the starting point (11) is that it is not neces-
sary to know the final position. A further refinement is possible,
and is sometimes necessary in order to follow tortous valleys in
the energy landscape; this consist in choosing, instead of (11),
the following:

Xm ¼ Xm�1
f þ 1

M
dijd ð12Þ

where we noted by Xm�1
f the final position of the previous con-

strained relaxation of the series. We have verified in several cases
that this choice makes the path search almost insensitive to the
direction d on which the jumping atom, j, is pushed. A similar
choice consists in taking:

Xm ¼ Xm�1
f þ a Xm�1

f � Xm�2
f

� �
ð13Þ
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where a fixes the relative size of successive steps.
The constraint (6) is implemented in the PWSCF code, part of

the Quantum-Espresso suite [22].
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